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The presence of multiples has been investigated in Onshore Niger Delta using 3D seismic data. The aim 
of the study was to investigate the characteristics of reflection events beyond 3s two way time on 

seismic data behind the boundary faults associated with the shadow zone.  This involves detailed 
velocity analysis on semblance plot panel and accounting for moveouts due to reflections away and 
within the shadow zone. Interval velocity-depth models were generated from the velocity analysis and 

analyzed for shadow effect in the data. Results of the study revealed the presence of two velocity 
scenarios Onshore Niger delta. These are the primary and lower than normal velocities away and within 
the shadow zone, respectively. The interval velocity-depth models and their overlays on the seismic 

show a constant increase of velocity with depth for the primary model which seems normal, but this is 
contrary to the lower than normal velocity model where low seismic velocities predominate  beyond 3s 
two way time (3.8 km), especially at the footwall of the boundary fault. These variations are likely due to 

the fact that sediments at the footwall of the boundary fault are thicker, compacted and thus yield 
stronger reflectors than the corresponding sediments away from the faults. The lower than normal 
velocity reflections in the absence of overpressure and anisotropy, which are  also causes of low 

velocity reflections, are attributed to interbed multiple reflections in the data.  
 
Key words: Seismic velocity, primary reflections, multiple reflections, boundary fault, multiple generators. 

 
 
INTRODUCTION  

 
The presence of interbed multiples in onshore Niger 
Delta has not until recently received attention, due to its 

impact on the quality and resolution of seismic reflection 
data. Multiples are seismic energies that have been 
reflected more than once before being recorded by 

receivers. They  are  known  to  have  short  periods,  low 

velocities and amplitudes than the desired primary 
reflection signals. Because of these characteristics, they 

are not readily distinguishable from primaries, since they 
have almost the same arrival time and exhibit a dispersed 
character that creates a curtain of noise often stronger 

than the primary events (Retailleau et al., 2012). 
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Figure 1. Location map of the study area-the w hite star; the study area lies w ithin the given 

coordinates (Redraw n from SPDC Geosolutions Department). 

 

 
 

The study area is located in an onshore field in 

southeastern Niger Delta (Figure 1). The field lies 
between longitude 4° and 5°E and latitudes 4° and 5°N. 
Seismic data from the field are often characterized by 

chaotic and distorted reflections beyond 3s two way time, 
even after detailed conditioning and processing 
workflows have been implemented. These distorted 

zones often time referred to as the fault shadow zones on 
seismic is situated at the footwall of main boundary faults.  
Due to insufficient information about their character, 

efforts made to remove them to enhance interpretation of 
data leads to loss of the desired seismic reflection 
signals.  Away from the boundary faults, reflections are 

observed to be more continuous and stratigraphic 
definition becomes more meaningful. 

Some authors have researched on the possible causes 

of seismic reflection distortions (Fault shadow) beyond 3s 
in Onshore Niger Delta. Aikulola et al. (2010) and Opara 
(2012) investigated overpressure as the possible cause 

of reflection distortions beyond 3s in Onshore Niger 
Delta. In a similar study, Oni et al. (2011) and Kanu et al. 
(2014) investigated seismic anisotropy as the possible 

cause of reflection distortions beyond 3s in Onshore 
Niger Delta. The authors in both studies noted that 
reflection distortions around the shadow zone exhibits 

lower than normal seismic velocities, which may likely be 
due to overpressure or anisotropy. However, accounting 
for these in subsequent processing work flows did not 

significantly improve reflections in the shadow zone. 
According to Dutta (2002), secondary low velocity 

semblance plots represent optimum stacking velocities 

for multiples, but added that it has to be established not 
to be as a result of lithological changes or from abnormal 
pore pressure. Weiglein et al. (2011)  also  proposed  that 

interbed multiples can be generated by stronger 

subsurface reflectors regarded as multiple generators at 
any depth, more especially, the presence of geologic 
contacts of differing compactions on the footwall of main 

boundary faults. 
Interbed multiple reflections Onshore Niger Delta has 

remained an exploration problem and no processing 

approach has so far considered in detail secondary 
reflections in the fault shadow zone. This attempt is 
therefore the first of its kind to the knowledge of the 

authors in Onshore Niger Delta. In the present study, we 
investigated the presence of interbed multiples in 
onshore seismic data through detailed velocity analysis of 

a 3D seismic data on a semblance plot panel. The study 
accounted for moveouts due to reflections by detailed 
velocity picking on the section and in the neighborhood of 

the shadow zone. Depth models were subsequently 
generated from these velocities and used to analyze the 
shadow zone. 

 
 
GEOLOGY OF THE STUDY AREA 

 
Generally, the geology of southwestern Cameroun and 
southeastern Nigeria delineates the onshore portion of 

the Niger Delta province (Figure 2). The Niger Delta 
sedimentary basin has been the scene of three 
depositional cycles. The first began with a marine 

incursion in the middle Cretaceous and was terminated 
by a mild folding phase in Santonian time. The second 
included the growth of a proto-Niger Delta during the Late 

Cretaceous and ended in a major Paleocene marine 
transgression. The third cycle, from Eocene to recent, 
marked the continuous growth  of  the  main  Niger  Delta  
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Figure 2. Tectonic and geologic section of the Niger Delta (w w w .intechopen.com). 

 
 
 

(Doust and Omatsola, 1990). These cycles (depo-belts) 
are 30 to 60 km wide, prograde southwestward 250 km 
over oceanic crust into the Gulf of Guinea (Stacher, 

1995), and are defined by syn-sedimentary faulting that 
occurred in response to variable rates of subsidence and 
sediment supply (Doust and Omatsola, 1990). 

The interplay of subsidence and supply rates resulted 
in deposition of discrete depobelts. When further crustal 
subsidence of the basin could no longer be 

accommodated, the focus of sediment deposition shifted 
seaward, forming a new depobelt (Doust and Omatsola, 
1990). Each depobelt is a separate unit that corresponds 

to a break in regional dip of the delta and is bounded 
landward by growth faults and seaward by large counter-
regional faults or the growth fault of the next seaward 

belt” (Evamy et al., 1978; Doust and Omatsola, 1990).  
Regionally, extensive anticlines and faults on the down 

thrown part of regional faults dip southward. These 

regional faults which controlled deposition (Haack et al., 
2000) are of interest in this study. This is because the 
reflection distortions observed on seismic data exists at 

the footwall of these faults. The footwall of these main 
boundary faults has thick and compacted overburden 
with stronger reflectors than the up-thrown side of the 

fault. This configuration is known to create adequate 
acoustic impedance contrast, a condition necessary for 
the occurrence of interbed multiples in Onshore Niger 

Delta (Weiglein et al., 2011).  
The Akata, Agbada and the Benin formations are the 

major stratigraphic units of the tertiary Niger Delta (Doust 

and Omatsola, 1990; Reijers et al., 1997). Hydrocarbon 
accumulation occurs in the sandstone reservoirs of the 
Agbada formation, within the anticlinal structures in front 

of growth faults (Stauble and Short, 1967; Michele et al., 
1999). The typically over pressured Akata formation at 
the base of the delta is of marine origin and is composed 

of thick shale sequences (potential source rock), turbidite 
sand  (potential   reservoirs   in   deep  water), and  minor 

amounts of clay and silt (Doust and Omatsola, 1990). 
The Benin formation is a deposit of alluvial and upper 
coastal plain sands that are up to 2,000 m thick and main 

water bearing formation in the Niger Delta (Avbovbo, 1978).  
 
 
MATERIALS AND METHODS  

 

A 3D seismic data w as used in this study. The data w as acquired 

recently using novel acquisition parameters to enhance resolution 

and signal-to-noise ratio (S/N). Figure 3 is atypical section show ing 

the fault shadow  zone (red circle), the main boundary fault and a 

line indicating the 3s tw o w ay time beyond w hich the distortions are 

observed in the study. 

The semblance velocity analysis tool is sensitive to the variation 

of velocity w ith depth. In this tool, as the maximum offset increases, 

the semblance pow er decreases, since the best-f it hyperbolic 

moveout does not simulate the actual non-hyperbolic moveout 

(Alkhalifah, 1997). This tool f lattens primaries w ithin the gathers 

and over corrects the gathers for low  velocity reflection events  

Prior to the deployment of the velocity semblance tool, standard 

data preparation and enhancement procedures w ere carried out to 

further enhance the signal-to-noise ratio. Subsequently, velocity 

semblance plots w ere generated from common image point (CIP) 

gathers for detailed velocity analysis. By considering the gradual 

increase of effective velocity w ith depth, velocities w ere picked on 

the semblance plot w indow  comprising of tw o panels, A and B 

w hich are respectively plots of effective velocity and offset versus 

time seismic data. Primary and low er than normal velocities w ere 

picked separately on panel A, w hile observing the moveout of the 

gathers on panel B aw ay and w ithin the shadow  zone.  

These velocities w ere picked manually by steering the pickings 

aw ay from the clusters corresponding to shadow  zone and 

observing the effect of the picking on panel B. This process w as 

repeated for the shadow  zone and observing the effect of the 

picking on panel B. These pickings w ere validated by tying them to 

the corresponding locations on the seismic and time slice extracted 

at 3 s from the data to ensure geological plausibility of the picked 

velocities. The picked velocities w ere further converted from 

effective to interval velocities and subsequently, interval velocity 

depth models w ere separately generated for the primary and low er 

than normal velocity events. These velocity models w ere then 

overlaid on the seismic section for actual mapping of anomalously 

low  seismic velocities in the study.  
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Figure 3. Typical 3D seismic section for the study show ing the main boundary fault, the fault shadow  zone and 

the 3 second tw o w ay time. 

 
 
 

 
 

Figure 4. Picking of primary velocities aw ay from the “shadowzone” (red rectangle).  

 
 
 

PRESENTATION OF RESULTS  
 
Results show that picking primary velocities (Figure 4a) 

flattened the offset gathers (Figure 4b) on the velocity 
semblance analysis window. Areas where primary 
reflections are predominant on the semblance plot panel 

correspond to areas of continuous seismic reflection 
events on seismic (red rectangle), which can be tied to 
the time slice (red circle). Moving away from the main 

boundary fault, reflection events become more 
continuous, less chaotic and distorted. 

Secondary reflection events were identified as 

semblance clusters (or plots) corresponding to low 
effective  velocities  on  the  velocity  semblance  analysis 

window (Figure 5a). Observe the upward curving “events” 
on the offset gathers (Figure 5b). These events travel 
with lower than normal velocities, which overcorrect the 

primary reflection events on the gathers. The locations at 
which this lower than normal velocities were observed 
and picked correlate with the shadow zone on the 

seismic data.  
Interval velocity models built from the velocity function 

for primary and lower than normal velocity events are as 

shown in Figures 6 and 7, respectively.  Figure 6 shows 
the normal increase of velocity with depth for the primary 
model. The prevalence of slower than normal velocities 

beyond 3.8 km (3 s) is evident in the lower than normal 
velocity event model (Figure 7). Note the localized nature  
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Figure 5. Picking of anomalously low  velocities w ithin the “shadow zone” (red rectangle). 

 
 

 

 
 

Figure 6. Velocity/Depth model show ing the increase of velocity w ith depth for primary events . 

 
 

 

 
 

Figure 7. Velocity/Depth model show ing anomalously low  velocity w ith depth for secondary events . 

 
 

 
of these anomalous velocities to the area corresponding 
to the location of the footwall of the  main  boundary  fault  

on the seismic. 
Constant  increase  of velocity with depth is observed in  
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Figure 8. Overlay of interval velocity depth models for primaries (a) and low er than normal velocity events, 

(b) on seismic. 

 
 
 

the overlay of the primary model on seismic (Figure 8a). 
In the overlay of the lower than normal velocity model on 
seismic (Figure 8b), we also observed constant increase 

of velocity with depth from 0 s to about 3 s. Beyond this 
two way time and in the area corresponding to the 
footwall of the main boundary fault, anomalously low 

seismic velocities were observed. This is shown by the 
dip in colorations towards the footwall of the main 
boundary fault on the figure. 

This correlates with the region of the seismic section 
with distorted and non-continuous reflections. The red 
arrow in Figure 8b indicates the onset of the lower than 

normal velocity events.  
 
 

DISCUSSION  
 
Multiples in Onshore Niger Delta have been investigated 

through semblance velocity analysis of a 3D seismic 
data. This involves picking of reflection events in the area 
of interest (AOI) on the seismic data. Results revealed 

that picking of the right primary velocities during velocity 
analysis flattened the gathers and these are more 
predominant in locations on the seismic away from the 

footwall of the main boundary fault, while velocities 
picked around the footwall of the boundary fault; 
however, overcorrect reflection gathers. This suggests 

that these reflection events are associated with 
anomalously low interval velocities than the primary 
events. 

The interval velocity-depth models and their overlays 
on  the  seismic  further  validate  the  occurrence  of  this 

lower than normal velocity reflection events on the 
seismic. Constant increase of velocity with depth as 
observed on the primary model and overlay seems 

normal, but this is contrary to the velocity variation with 
depth delineated beyond 3 s two way time (3.8 km) on 
the lower than normal velocity model, especially at the 

footwall of the boundary fault with chaotic and distorted 
reflections on the seismic .  

These chaotic and distorted reflections around the 

shadow zone are attributed to the fact that firstly, 
sediments at the footwall of the boundary fault are 
thicker, compacted and stronger reflectors than the 

corresponding sediments at hanging wall of the fault. 
These stronger reflectors referred to as multiple 
generators (Weiglein et al., 2011), are identified as 

significant sources of interbed short period multiples. 
Secondly, velocity estimations within the shadow zone 
did not properly account for this lower than normal 

velocities during data processing and this is likely 
responsible for the curtain of noise observed in the 
shadow zone (Retailleau et al., 2012). 

Aikulola et al. (2010) related chaotic and distortive 
reflections observed beyond 3 s at the footwall of regional 
faults in the delta exhibits lower than normal seismic 

velocities, and associated these to the onset of 
overpressure regimes. Oni et al. (2011), in an onshore 
study in the Niger Delta, submitted that if anisotropy is 

taken into consideration and corrected during data 
preparation and enhancement, seismic imaging could be 
improved behind the fault. Kanu et al. (2014) reviewed 

velocity anisotropy considerations using different eta 
values. However, subsequent data processing after these  



 

 
 
 

considerations did not significantly improve imaging 
behind the fault. Although, the works of these researchers 
generally impacted seismic imaging, we still had poor 

imaging of seismic reflections beyond 3 s. Thus, having 
considered and eliminated overpressure and anisotropy 
as the likely causes of the shadow zone, interbed 

multiples which are low velocities events are speculated 
as the possible cause of shadow effects in this study. 

Furthermore, all analysis so far has blindly assumed 

that multiples are inexistent Onshore Niger Delta and as 
such, no study has fully explored the possibility of 
multiples being responsible for the poor imaging within 

the shadow zone. Based on the foregoing discussion, 
these lower than normal velocity events in this study 
could therefore be attributed to interbed multiple 

reflections. 
 
 

Conclusions 
 
Detailed velocity analysis of 3D seismic data on a 

semblance plot revealed the presence of two velocity 
scenarios Onshore Niger Delta. These are the primary 
and lower than normal velocities predominantly found 

away and within the shadow zone, respectively. The 
lower than normal velocity reflections beyond 3 s two way 
time in the absence of overpressure and anisotropy, 

which also are causes of low velocity reflections, are 
attributed to interbed multiple reflections in the study 
area. We therefore recommend carrying out depth 

migration with this lower than normal velocities, preferably 
in the prestack domain to account for reflections at the 
footwall of the fault in the shadow zone. This will aid 

attempts to attenuate the multiples and enhance 
stratigraphy and structure within the fault shadow zone.  

However, the challenge lies in the fact that the 

semblance velocity analysis, as employed in this study, 
involved detailed velocity picking as against the 
automatic picking that assumes already established 

regional parameters. This approach gives one advantage 
of adequately accounting for the velocities of the chaotic 
reflections beyond 3s in the study area. 
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The beta counting system uses a Geiger-Muller (GM) tube to detect the presence of beta contamination 

present in filter paper samples or in planchet samples.  The counting system is enabled with a 
provision to count the samples at various distances from the detector to the sample position.  The 
efficiency of the counting system is provided by the manufacturer at the time of procurement which is 

calibrated and tested using the standardized source.  The user end has to be in conformity that the 
counting system responds to the radioactivity properly, since efficiency acts as the standard of 
comparison to check the healthiness of the detector. The paper brings out the practical experience 

gained while validating the efficiency of the counting system at various distances using the slit height 
adjustment. 
 

Key words: Efficiency, standardized source, counting system. 
 
 

INTRODUCTION 
 
The applications of nuclear techniques present a 

particular interest by monitoring the alpha and beta 
radioactive concentration from environmental factors, 
biological and food samples, ores samples, radioactive 

waste, phosphogypse deposits from industry, etc (Marian 
et al., 2013). Uranium concentration in soil samples have 
been measured by two different methods (Baykara et al., 

2007), besides, Kucukomeroglu et al. (2008) investigated 
gross alpha/beta analyses in water by liquid scintillation 
counting (Wong et al.,  2005)  and  in  IAEA  (2004)  have 

measured radioactivity in sediments. In this type of 

nuclear applications, the characterization of gross alpha 
and beta radionuclide content (Zapata-Garcia et al., 
2009) can be performed for various samples: solids, 

liquids, aerosols filters, etc.  This is the commonly used 
procedure in many laboratories for monitoring 
environmental radioactivity in various samples, first is to 

measure the gross alpha and beta activit ies and only if 
the results of this measurement are greater than certain 
prefixed limits, then other actions are performed, such  as  

 

*Corresponding author. E-mail: sureshsagadevan@gmail.com. 
 

Author(s) agree that this article remain permanently open access under the terms of the Creative Commons Attribution 

License 4.0 International License 

http://creativecommons.org/licenses/by/4.0/deed.en_US
http://creativecommons.org/licenses/by/4.0/deed.en_US


 

 

 

 

 
 
 

the isotopic determination of uranium, thorium, radium, or 
lead radionuclides, generally, involving radiochemical 
treatments (Kova´cs et al., 2003). This procedure avoids 

the time consuming radiochemistry often necessary to 
evaluate individual radionuclides. 

The presence of radioactivity in the environment is 

caused by naturally occurring radionuclides (terrestrial 
radiation) and cosmic radiation, but also by artificial 
radionuclides, which have been incorporated due to 

fallout from nuclear accidents (Kucukomeroglu et al., 
2008). Radiation is non-sensory (Herman and Thomas, 
2009) and the presence of radioactivity and radioactive 

material shall be identified by the use of radiation 
detection instruments only.   

The contamination present on floor on any surface of 

the material shall be identified by taking a swipe and 
count it using a counting system. The presence of 
radioactive material where it is not desirable is known as 

contamination. Whenever maintenance job is undertaken 
or radiological component is taken out before taking up 
the job, it is required to measure the radioactivity present 

on the surface. The contamination along the surface also 
needs to be checked and in case any contamination is 
present, it needs to be decontaminated before executing 

the job.   
 
 

Sample preparation 
 

To find out the beta activity present in liquid samples like 
borewell water samples, etc., the sample need to be 
planchetted first.  A fumehood set up is used for this 

purpose.  The liquid sample of 10 ml is pipetted out and 
poured in the planchet. The sample will be dried with the 
help of an IR lamp inside the fumehood. After it got dried, 

the planchet shall be placed in the counter for counting of 
the activity. The study focused on the effects of variation 
of efficiency with respect to change in distance.  The 

other parameters like operating voltage, strength of 
source and comparison with the active samples were not 
covered.  

The purpose of this study was to present the working of 
the beta counting system, including the efficiency 
calibration of the system using standard radiation sources. 
 
 
MATERIALS AND METHODS 
 

The counting system is a device used to identify the contamination 

present on f loor or on surface of any material. The presence of 

alpha and beta can be checked by taking a sw ipe at the area or the 

surface.  The sw ipe paper shall be placed in the counting sys tem 

and based on the counts observed, the presence of contamination 

shall be know n. The beta counting system uses a GM tube for 

detection of presence of any beta contamination present.  

Sivasailanathan et al.          9 

 
 
 
Setting up of a GM counter 

 

GM probe type GP-30 is w ith mica w indow . GM tube is used to 

measure beta contamination counting. A stated to mount GM tube 

w ith slits to adjust the height of sliding planchet tray provided to f ix. 

To mount GM tube, a stand w ith the number of slits to adjust the 

height of sliding planchet tray is provided. The radiation detected by 

GM counter is beta. Figure 1 show s the typical w orking 

arrangement of a fully assembled beta counting system. Figures 2 

and 3 are the sketch show ing the lead shielding assembly and the 

slit arrangement w ith a planchet tray in the counting system. 

 

 

Description of the Instrument 

 

The instrument consists of a GM probe GP 30 w ith LND 7224 GM 

tube. The input selectivity is -50 mV pulses (Pla Electro Reports, 

2013). The built in load resistor is 3.3 M for GM probe. The 

paralysis time selection is 250 S. The pulse height discriminator is 

selectable by internal preset value of 200 mV to 2.5 V. HV is a set 

at 500 V. The pow er supply applied is 230 V AC ± 10%, 50 Hz. 

High voltage connector is provided to connect GM probe. Signal 

received through this detector probes are fed to amplif ier circuit and 

then to pulse discriminator circuit monoshot shapes. These pulses 

as per paralysis time selected by user signal o/p of monoshot are 

fed to micro controller. Microcontroller counts these pulses and 

displays as counts CPM or CPS.  
 

 

Operating principle of the instrument 
 

The Geiger Muller counter w orks on the principle of a gas f illed 

detector (Glenn, 2000). It consists of a cylindrical tube f illed w ith a 

gas and connected to an applied voltage. The interaction of the 

radiation w ith the gas present in the detector is instantaneous, 

typically a few  nano seconds is enough in gases and pico seconds 

in solids, respectively to create quantif iable charge. The simplif ied 

detector model thus assumes that a charge Q appears w ithin the 

detector at a time t=0 resulting from the interaction of a single 

particle or quantum of radiation.  This charge manifests in electric 

signal that can be measured. Typically, collection of the charge is 

accomplished through the imposition of an electric f ield w ithin the 

detector, w hich causes the positive and negative charges created 

by the radiation to f low  in opposite directions. 
 
 

Experiment 
 

The counting system needs to be checked for the effectiveness of 

its calibration and its eff iciency needs to be standardized using a 

standard radioactive source of know n activity. The source w as 

placed in the slit and the counts by the detector w ere observed. The 

counts per seconds w ere calculated. With the know n activity (dps) 

and the counts observed per second (cps) w ere used for the 

calculation of eff iciency. The background counts of the system 

w ould be observed and the average of the counts w as taken as the 

background counts. The gross cps observed w ith the source is 

deducted from the average value of the background counts to arrive 

at the net counts per second (net cps). The eff iciency thus 

calculated shall be used for the estimation of activity in the 

unknow n samples of sw ipe or the planchetted ones.  
 

Eff iciency (ƞ) = (cps/dps) × 100 
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Figure 1. Working arrangement of a typical Beta counting system. 

 
 

 

  
 

Figure 2. Lead shielding assembly for counting system.     

 

 
 
The radioactive source of 90Sr-90Y w as used to carry out the 

experiment. The strength of the source w as 3 KBq as on February 

2013 (Half-life of the radioactive strontium-90 is 30 years). The 

operating voltage of the system w as kept at 500 V throughout the 

experiment. The background counts w ere observed for 60 s and 

repeated for 10 times. The source w as kept in second slit and the 

counts w ere observed for 60 s. The counting w as repeated for 10 

times. Then the source w as placed in the 3rd slit and the counts 

w ere observed for 60 s and repeated for 10 times. The experiment 

w as repeated for 10 slits similarly. The net counts w ere calculated 

by subtracting the background cps from the gross cps for each slit 

readings. The eff iciency w as calculated using net cps and the 

activity of the source used. 

RESULTS AND DISCUSSION 

 
The observations were tabulated and the efficiency in 
each slit was calculated and updated. From the Table 1, 

it is seen that the counts are comparatively closer to each 
other when the source is kept at second and third slit 
positions. Starting from the 4th slit, the values start 

decreasing. This is due to the fact that the amount of 
radioactivity that reaches the detector varies as the 
distance varies. When the activity from the source is of 

minimum strength, it loses its ability to ionize the
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Figure 3. GM tube w ith height adjustable slit. 

 
 

 
Table 1. Observations of counts w ith beta counting system. 

 

S/N 
The counts observed by adjusting the height of the slits from the detector 

Bkgd CPM Slit-2 Slit-3 Slit-4 Slit-5 Slit-6 Slit-7 Slit-8 Slit-9 Slit-10 

1 9 20510 20060 19800 14500 13800 12100 8000 7200 5100 

2 7 20515 20059 19810 14300 13790 12100 8100 7190 5150 

3 9 20500 20060 19800 14450 13795 12110 8090 7185 4960 

4 8 20510 20350 19810 14480 13810 11900 8100 7195 4980 

5 11 20515 20320 19700 14500 13800 11990 8120 7200 5000 

6 12 20510 20300 19810 14510 13810 12010 8100 7210 5050 

7 10 20520 20010 19800 14520 13800 12090 8050 7190 5100 

8 9 20500 20040 19805 14490 13820 12080 8100 7210 5100 

9 9 20515 20350 19810 14580 13800 12090 8200 7196 5100 

10 10 20515 20350 19810 14510 13810 12100 8100 7200 5100 

Average CPM 9.4 20511 20189.9 19795.5 14484 13803.5 12057 8096 7197.6 5064 

Average CPS 0.15666 341.85 336.49 329.925 241.4 230.058 200.95 134.933 119.96 84.4 

Net CPS 
 

341.69 336.34 329.768 241.24 229.90 200.79 134.776 119.80 84.2433 

Efficiency 
 

11.38 11.21 10.99 8.041 7.663 6.6931 4.4925 3.9934 2.8081 

 
 
 

detector. As the number of ionizations becomes 
minimum, the counts observed will also be minimum. So 
the distant slit positions from the detector show lesser 

counts. The operating voltage supplied to enhance the 

initial ionization becomes insufficient to raise up the 
ionization effect when the distance of the source 
increases away from the detector. The time set for the 

counting is also fixed as 60 s throughout the experiment.  
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The increased time will contribute for more ionization 
inside the detector.  The parameters that contribute for 
the effective ionization inside the gas filled detectors 

include, applied voltage, counting time, distance of the 
source from the detector, energy and strength of the 
radionuclide, etc. The experiment is carried out only to 

study the effect of distance over estimation of efficiency 
keeping the counting time and operating voltage as a 
constant. This is useful for calculation of activity of any 

swipe samples collected from the contaminated surfaces 
of objects or the floor. The same can also be useful for 
finding the activity of beta in a liquid samples after 

plancheting them using infrared (IR) lamp in a fumehood 
set up. 
 

 
Conclusion 
 

The present study shows that the efficiency of the 
counting system will be higher when the height of the slit 
is chosen close to the detector. The efficiency of the 

detector depends upon the type and strength of the 
ionizing radiation that either the sample or the radioactive 
source material possesses. The increased distance 

chosen from the source to reach the detector or in other 
words, the measurement side contributes to the 
comparatively lesser counts. This also exhibits the 

“distance” concept of reducing the exposure to the 
occupational worker. The longer the distance, lesser the 
exposure will be. The sealed source used for calibration 

is of known strength and is kept as standard for such 
calculations are brought in such a way that it  is 
planchetted on one side of the pellet. Whenever the 

reverse side of the pellet is placed facing the detector, 
the counts will be still lower. The efficiency of the detector 
shall be made reasonable by making the counting time 

longer. Thus, the estimation or determination of efficiency 
depends upon other parameters also like applied voltage, 
counting time, distance of the source from the detector, 

energy and strength of the radionuclide. The counting 
system with its efficiency calculated for the particular slit 
only needs to be used for the estimation of activity of the 

unknown samples. Otherwise, the estimated efficiency 
corresponding to the slit in which the sample was kept 
has to be taken for the estimation of activity of the 

sample. 
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This paper investigated the implementing of soft computing methodology of fuzzy cognitive map on 
controlling parameters of heating, ventilating and air-conditioning systems. In the past few years, many 
researches have been done on application of different controllers on heating, ventilating and air-

conditioning system as a more energy consuming part of the building automation system. Unlike the 
conventional control methods which are used more in this area like PID controller, the fuzzy cognitive 
maps method was chosen to control of the temperature and humidity of the room in winter operation 

season and summer operation season. By applying the fuzzy cognitive map controller, more energy 
efficiency and also more energy saving has obtained. The advantages of using fuzzy cognitive maps 
indicated as a controller on the typical heating, ventilating and air-conditioning system in this paper. 

The algorithm of FCM control reached to the goals of comfort, robustness and energy saving. 
 
Key words: Fuzzy cognitive map, heating ventilating and air-conditioning system, energy saving, energy 

efficiency, robustness. 
 
 

INTRODUCTION 
 
The heating, ventilating and air-conditioning (HVAC) 

system is the more energy consuming part of the building 
automation systems (BAS) in the intelligent buildings. 
Due to the limited sources of energy in the world and also 

fuel crisis, designing the better controllers to saving 

energy and energy efficiency is more important  

challenging for control engineers (Tachwali et al., 2007).  
Due to the great impact of HVACs systems on power and 
energy consumption, knowing the structure and operation  

of HVAC systems are possessing importance (Tashtoush 
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et al., 2005). According to Tashtoush et al. (2005) energy 
efficiency and indoor climate conditions are most 
important goals of designing HVAC systems. As a result 

of complicated quality of an HVAC system, obtaining to 
the mathematical model of HVAC is very difficult  
(Tashtoush et al., 2005) and also designing the proper 

controller become a big challenge (Lei et al., 2006; Wang 
et al., 2006). Designing the suitable controller could be 
saved a considerable amount of energy (Huang et al., 

2006). 
 
 

Research contributions and motivations 
 
Fuzzy cognitive maps (FCMs) are utilized to model the 

complex dynamical systems and control plants. Most of 
the previous works on FCMs discuss about  
implementation of this method on modeling the complex 

systems. According to Stylios and Groumpos (2004),  
applying FCMs as a control system make efforts toward 
more intelligence on control systems. In spite of the 

accuracy of the conventional control methods (Stein et  
al., 2000), intelligent control methods could modify some 
negative points of the conventional methods. 

Applying the PID controller on HVAC systems based on 
Tashtoush et al. (2005) work, shows the consuming more 
energy due to the overshoot and undershoot which are 

observed, but by applying intelligent control methods 
overshoot and undershoot cancelling are reached. Fuzzy 
logic (FL) and arti ficial neural network (ANN) beyond the 

others are more usable but in FL method to obtain more 
accuracy, a large number of rules block required which is  
more time consuming and also in ANN method the 

volume of the mathematical calculation needs more time. 
Obtaining to the more accuracy and also decrease the 
calculation time the FCM method is chosen. The FCMs is 

combination of the FL method and ANN method and 
contain the robust characteristics of both methods  
(Aguilar, 2005; Stylios and Groumpos, 2000). Finally, 

applying the combination of control techniques of fuzzy 
logic and neural networks are recommended to control of 
buildings. The hybrid method of fuzzy logic and neural 

networks contain the robust characteristics of both 
methods. In addition, the shortcomings of both methods 
are omitted in this method. The robustness of FCMs is 

another important reason of choosing this method.  
Regarding to definition, characteristics and simplicity of 
mathematical model of FCMs, implementing the FCMs as 

a direct control is recommended in control the 
parameters in building automation systems to achieve 
more intelligence in building and as well more energy 

saving. As a result of structure of FCMs, the run time of 
control process is declined. Due to the ability of FCMs in 
having learning strategy, the consumption of energy 

could be decreased. Due to the fact that, the energy 
sources are limited and energy crisis, saving more 
energy  is  important  goal  of  using  building  automation  

 

 
 
 

systems. Therefore, The FCMs as a direct control system 
are proposed to reach the objectives of decreasing run 
time of control process and saving energy. Decreasing 

the consuming energy by HVAC system due to the 
eliminating of overshoots and undershoots on the supply  
temperature and supply humidity. On the other words, 

saving energy is the highlight contribution of this  
research. 
 

 
Research objectives 
 

Applying the FCM controller as a direct control on HVAC 
systems to obtain a nonlinear, robust controller and also 
achieving to a closed-loop, real-time and on-line learning 

ability controller with simple control algorithm and also 
fast convergence by using supervised learning are the 
objective of this paper. On the other words, the main 

objectives of this research are designing a nonlinear 
robust controller using Fuzzy Cognitive Map (FCM) to 
control the temperature and humidity of the room, to 

optimize and improve thermal comfort issue and Energy 
efficiency by obtaining the balance between thermal 
comfort and energy usage and designing a Closed-loop 

real-time on-line learning ability controller with simple 
control algorithm. 
 

 
Description of HVAC system 
 

As a result of increasing the population and global 
warming and many other serious reasons, demanding for 
energy saving is feasible (Tachwali et al., 2007). Due to 

the much consumption of energy by HVAC systems, is 
almost around 50% of total of generated electrical energy 
in the world, designing the appropriate controller for 

declining the consumption of energy is considerable 
(Tachwali et al., 2007). 

A heating, ventilating and air conditioning system or on 

the other words HVAC system consist of number of 
subsystems as indoor air loop, chilled water loop,  
refrigerant loop, condenser water loop and outdoor air 

loop (Lei et al., 2006; Wang et al., 2006). HVAC systems 
consist of a number of nonlinear and time-varying 
subsystems (Wang et al., 2006). So the HVAC systems 

are known as typical non-linear time-variable 
multivariable systems with disturbances and uncertainties  
(Lei et al., 2006). The typical HVAC systems include of a 

room, humidifier, heater, cooler, fan and duct (Tashtoush 
et al., 2005). According to Tashtoush et al. (2005), winter 
operation seasons’ components are the zone, duct, 

mixing box, heating coil and humidifier but heating coil 
and humidifier are replaced by cooling coil and 
dehumidification coil in summer operation season.  

Assuming the homogeneous temperature distributing in 
the zone, the equal effect of walls and roofs in the zone in 
every respect and no effect of ground,  the  constant  air’s  



 

 
 
 

density, disregarding the pressure losses of interzone 
and the external heat sources like the number of persons 
and appliances as an uncontrolled inputs are considered. 

Referring to Tachwali et al. (2007) and Tashtoush et al.  
(2005), the mathematical model of typical HVAC systems 
based on many studies on dynamical model of HVAC 

consists of the zone model, mixing box model, duct 
model, fan model, heating coil model, humidifier model,  
cooling coil model and dehumidification coil model as  

follows: 
The rate of thermal energy change in the zone is 

described by Equation (1) and through the walls and roof 

by Equations (2 to 4) and the humidity ratio of the zone 
by Equation (5). 
 

dTz/dt=(β/cz)(Tsup-T)+(2γ/cz)(Tw1-T)+(λ/cz)(TR-
T)+(2δ/cz)(Tw2-T)+(1/cz)q(t)                                            (1) 
 

dTw1/dt=(γ/cw1)(Tz-Tw1)+(γ/cw1)(To-Tw1)                           (2) 
 
dTw2/dt=(δ/cw2)(Tz-Tw2)+(δ/cw2)(To-Tw2)                           (3) 

 
dTR/dt=(λ/cR)(Tz-TR)+(λ/cR)(To-TR)                                  (4) 
 

dWz/dt=(fsa/Vz)(Ws-Wz)+(1/ρwVz)P(t)                               (5) 
 
Where: 

 
β= fsaρaCPa , γ=Uw1Aw1 , λ= URAR , δ=Uw2Aw2  
 

The Equations (6) and (7) illustrate the energy and mass 
balance of mixing box, which outside temperature is (To), 

return temperature from the zone is (Tr), outside humidity 

ratio is (Wo), return humidity ratio from the zone is (W r),  
mass flow rate of the outdoor air(mo)and mass flow rate 
of the recalculated air(mr). 

 
Tm=(mrTr+moTo)/(mr+mo)                                                (6) 
 

Wm=(mrWr+moWo)/(mr+mo)                                             (7)  
 
According to the Tashtoush et al. (2005) and Clark et al. 

(1985) expanded the transient model for duct unit. The 
Equation 8 shows the rate change of air temperature of 
duct model. Ti is inlet air temperature and Tout is the exit 

air temperature. The hi is heat transfer coefficient inside 
the duct and ho is the heat transfer coefficient in the 
ambient. Md is mass of the duct model; Cd is specific heat  

of the duct material; Mass flow rate of the air stream is 
ma; specific heat of air is cpa. 
 

dTout/dt=(( (hi+ho) macpa)/( hiMdCd) )(Tin-Tout)                   (8) 
 
Referring to the Tashtoush et al. (2005) passing the air 

from the fan, increasing the temperature around 1 -2°C. 
Heating coil exchange the heat from water to air to 
provide prepared ventilating air in building. Twi is the  
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temperature of supplied heating water to the heating coil. 
Two is the exit water temperature of heating coil. The 
assumptions in the heating coil part are the constant  

mass flow rate of the water inside coil, neglecting the 
thermal resistance due to the considering of high 
conductivity of the coil material and Two is considered to 

be constant and is equal to 10°C. Equation (9) shows the 
energy balance between hot water and cold air which 
rate of exchanging energy in the air passes from the coil 

is equal to energy which is added by the flow rate of 
water in the heating coil and the transferred energy by 
return air to the surrounding. Equation (10) indicates the 

mass balance. 
 
Cah (dTh/dt) = fswρwCPw (Twi-Two)+( UA)a(To-Tco)+  

fsaρaCPa(Tm-Tco)                              (9) 
 
Vah (σWco/σt) = fsa (Wm-Wco)                                         (10) 

 
The mass transfer of water vapor to the atmospheric air 
to increase the water vapor in the mixture is  

humidification. Due to the undesirable impacts of very low 
moisture content on the human body, measuring and 
controlling of the moisture in the air are considerable 

phase of air conditioning. According to Tashtoush et al.  
(2005), developing the energy and mass balance 
equations of the humidifier model by Kasahara et al.  

(2000) are as follows: 
 
Ch(dTh/dt)= fsaCPa(Tsi-Th)+αh (To-Th)                             (11) 

 
Vh(dWh/dt)= fsa(Wsi-Wh)+(h(t)/ ρa)                                 (12) 
 

The rate of humid air, producing by humidifier and also 
function of humidity ratio in Equation (12), indicates by h 
(t). Set point values of the system for winter operation 

season are considered as outside temperature of 5°C,  
outside humidity of 0.00377 kg/kg (dry air), supply  
temperature of 25°C, constant value of the volume flow 

rate of the supply air  and is equal to fsa=0.192 m
3
/s, two 

lamps with load 0.5 kW and also two persons with 0.15 
kW load are considered as uncontrolled inputs in the 

zone and the initial values of the zone temperature and 
zone humidity ratio when t=0 are equal to Tz (0) =To and 
Wz (0) =Wo. The desired values are 22°C for zone 

temperature and 0.008 kg/kg for the zone humidity ratio. 
The important component of air conditioning unit and 

also the important interface between the primary plant  

and the secondary air distribution system is cooling coil.  
Passing air through the coil in contact with the cold fin 
surfaces causes heat transfer from air to the water by  

flowing inside the tubes. Due to the significance of the 
cooling coil, study of the cooling coil transient behavior 
and its response characteristics were developed by 

several models. In Tashtoush et al. (2005) work, 
developing transient model of a chilled-water coil by  
Elmahdy and Mitalas (1977) is adopted. In Equations (14)  
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Table 1. Parameters of PID controllers in summer operation season. 

 

Cooling mode Cooling  coil Dehumidifier 

Gain 2 5 

Integrator 0.0015 0.0035 

Differentiator 0.1 0.1 

 
 
 

Table 2. Parameters of PID controllers in w inter operation season. 

 

Heating mode Heating  coil Humidifier 

Gain 3 0.65 

Integrator 0.011 0.008 

Differentiator 25 10 

 
 
 

and (15), Ta is air temperature and Wa is humidity ratio 
which are used as a function of water temperatures Tw1 

and Tw2 respectively. 

 
Ta (Tw1) =-0.0587(Tw1)

 2
+1.773 (Tw1) +1.1816              (13) 

 

Wa (Tw2) =3.2434×10
-5

(Tw2)
 2

-1.7972×10
-5

 (Tw2) 
+6.223×10

-3
                                                                 (14) 

 

Validity range for Equations (13) and (14) is Tw=5-50°C. 
Set point values of the system for summer operation 
season are considered as outside temperature of 32°C, 

outside humidity of 0.01251 kg/kg (dry air), supply  
temperature of 13°C, constant value of the volume flow 
rate of the supply air  and is equal to fsa=0.192 m

3
/s, two 

lamps with load 0.5 kW and also two persons with 0.15 
kW load are considered as uncontrolled inputs in the 
zone and the initial values of the zone temperature and 

zone humidity ratio when t=0 are equal to Tz (0) =To and 
Wz (0) =Wo. The desired values are 22°C for zone 
temperature and 0.008 kg/kg for the zone humidity ratio. 

 
 
LITERATURE REVIEW 

 
Here, the controller designed by Tashtoush et al. (2005) 
is reviewed and the PID controller was used. The values 

of the parameters of The PID controllers, obtained from 
Ziegler-Nichols method. The PID controller transfer 
function which was used consists of three different  

elements which can be described as Gc(s) = Kp + KI/s+ 
KDs. 

Based on previous discussions about HVAC systems, 

the operation of the system are categorized on two 
different operation seasons as summer and winter. It is 
clear that each operation season requires two separate 

controllers to control temperature and humidity 
respectively. The Table 1 shows the parameters of the 
PID controller for cooling mode of summer operation 

season. The other two controllers related to the heating 
mode of winter operation season which are related to 
control of temperature and humidity respectively. The 

Table 2 indicates the parameters of these two mentioned 
controllers. At the result section, the responses of the 
HVAC system under control of mentioned PID controller 

have been got and finally the results of PID controller and 
FCM one are compared. Figures 1 and 2 shows the 
results of applying PID controller based on Tashtoush et  

al. (2005) work. 
 
 

Overview of FCM 
 
At first time, the cognitive maps are introduced by Robert  

Axelord in 1976 in social and political sciences. The 
application of cognitive maps at first was a way to 
represent social scientific knowledge and model decision 

making in social and political systems. The applications 
of cognitive maps are not also in political and social 
sciences but also in many areas like analysis of electrical 

circuits, medicine, supervisory systems, organization and 
strategy planning, analysis of business performance 
indicators, software project management, information 

retrievals, modeling of plant control, system dynamics 
and complex systems and modeling virtual world, etc 
(Aguilar, 2005; Bertolini, 2007; Ghazanfari et al., 2007).  

Finally in 1986 the idea of cognitive maps were extended 
by Bart Kosko to fuzzy cognitive maps by replacing the 
numeric value of concepts with fuzzy values or on the 

other hands with lying the value of concepts in interval [0,  
1] or [-1, 1] (Bertolini, 2007). Also the relationships 
between concepts take a value in interval [0, 1] or [-1, 1] 

(Bertolini, 2007). FCMs indicates the behavior of the 
system in terms of concepts which each concept stand 
for a situation or feature of the system (Aguilar, 2003,  

2005). The whole system is shown by FCMs as a 
directed graph with concepts and their causal 
relationships in a given scenario (Khor and Khan, 2003).  
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Figure 1. (a) Temperature of the controlled zone in w inter operation season by PID controller. (b) Humidity ratio of the controlled zone in 

w inter operation season by PID controller. (c) Supply air temperature of the controlled zone in w inter operation season by PID controller. 

(d) Supply humidity ratio of the controlled zone in w inter operation season by PID controller. 

 
 

 
The nodes in a directed graph are representative of 
concepts and also the causal relationships between 

concepts are illustrated by graph’s edges (Aguilar, 2005).  
The value of each concept shows the degree of activation 
of each concept at particular time (Aguilar, 2005).  

According to above mentioned the value of causal 
relationships between concepts should be taken values in 
interval [-1, 1].The value of -1 indicates the strongly  

negative effect, +1 shows strongly positive effect and 0 
has no effect. Referring to the values of edges, the 
causalities or relations are categorized into three types as 

if the relation of concepts takes positive value, express 
positive causality, if the relation of concepts takes 
negative value, express negative causality and if the 

relation of concepts takes zero value, express no 
relationship. 

For one thing FCMs are hybrid model between fuzzy 

logic and neural networks (Aguilar, 2005). In other words, 

FCMs are defined as a fuzzy-graph structure with 
existence of systematic causal propagation, in particular 

forward and backward chaining (Stylios and Groumpos, 
2000). In comparison of fuzzy rule based method by 
FCMs many of knowledge-extraction problems which are 

related to fuzzy rule based method could be prevented 
(Aguilar, 2005). The other advantages of FCMs in 
comparison by expert system or neural networks are its 

simplicity to use for representing structured knowledge,  
and also computation of inference by numeric matrix  
operation (Papageorgiou and Groumpos, 2005). 
 
 
MATERIALS AND METHODS 

 

Mathematical model of fuzzy cognitive map 

 

Besides the graphical structure, FCM follow s its mathematical 

model w hich consists of a 1×n state vector A w hich contains the

                                         (a)                                                                            (b) 

 
                                       (c)                                                                      (d) 
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Figure 2. (a) Temperature of the controlled zone in summer operation season by PID controller. (b) Humidity ratio of the controlled zon e in 

summer  operation season by PID controller. (c) Supply air temperature of the controlled zone in summer  operation season by PID 

controller. (d) Supply humidity ratio of the controlled zone in summer operation season by PID controller.  

 
 

 
values of the n concepts and also an n×n w eight matrix w hich 

includes the w eights Wij of the causality betw een concepts. The 

number of concepts is indicated by n. The value of each concept 

depends on linked concepts w ith proper w eights and also the 

previous value of concept. After transferring the fuzzy values to the 

concepts, the A i
new=f (ΣA j

old×Wij) +A i
old (13) rule is used to calculate 

the activation level of A i for each concept. A i
new indicates the 

activation value of concept i at t ime t+1, A j
old show s the activation 

value of concept j at time t and also f is a threshold function. There 

are tw o types of threshold functions w hich are applied in FCMs  

structure. The f irst one w hich is the unipolar  sigmoid function to 

squash the content to the interval [0, 1] is f (x)=1/(1+e-λx) (14) and 

the second one w hich has been utilized to transform the content in 

the interval [-1, 1] is f  (x)=tanh(x) (15). The threshold function is  

chosen based on the used method to describe the concepts (Stylios  

and Groumpos, 2004). 

 

 

Applying the FCM controller on HVAC system  

 

Based on construction of FCM, describing the concepts according 

to the goals, activit ies or state and characterist ic of the system are 

needed. Referring to the HVA C system, inputs and outputs of the 

system and the affecting parameters on inputs and outputs and 

also the system, tw o controllers are required one for heating model 

and the other for humidif ier  model in w inter operation season and 

also tw o controllers for cooling coil and dehumidif ication coil in 

summer operation season. The concepts for heating model should 

be described as follow s: 

 
Concept 1: The temperature of the zone Tz, w hich is the output of 

the model. 

Concept 2: The Twi is temperature of the supplied w ater to the 

heating coil, w hich is the manipulated variable. 

Concept 3: The temperature out from the duct To ut, w hich is the 

output of the duct model. 

 
The concepts for humidif ier model should be described as follow s:  

 
Concept 1: The humidity of the zone W z, w hich is the output of the 

model. 

Concept 2: The Wsi is humidity ratio of the supply air to the 

humidif ier in, w hich is the manipulated variable. 

Concept 3: The humidity ratio out from the humidif ier Wh,  w hich is 

the output of the humidif ier model. 

                                     (a)                                                                 (b) 

 
                                    (c)                                                                   (d) 

 



 

 
 
 
The concepts for cooling model should be described as follow s: 

 

Concept 1: The temperature of the zone Tz, w hich is the output of 

the model. 

Concept 2: The Tw1 is temperature of w ater in cooling coil, w hich is 

the manipulated variable. 

 

The concepts for dehumidifying model should be described as  

follow s: 

Concept 1: The humidity ratio of the zone Wz, w hich is the output of 

the model. 

Concept 2: The T w2 is temperature of w ater in dehumidifying coil,  

w hich is the manipulated variable. 

 

The impacts of the concepts are show n by w eight matrix. The 

weight matrix is a n×n matrix w hich n is the number of concepts and 

impact of each concept on the others is a number  in an interval [-1, 

+1].  The connection betw een concepts for heating model controller  

is as follow s: 

 

Linkage 1: It connects concept 1 (zone temperature Tz) w ith 

concept 2 (supply temperature of w ater Twi). When the value of Tz 

increases, the value of  Twi increases and vice versa. 

Linkage 2: It connects concept 1 (zone temperature Tz) w ith 

concept 3 (temperature out from the duct Tout). When the value of Tz 

increases, the value of  Tout increases and vice versa. 

Linkage 3: It connects concept 2 (supply temperature of w ater Twi) 

w ith concept 1 (zone temperature Tz). When the value of Twi  

increases, the value of  Tz increases and vice versa. 

Linkage 4: It connects concept 2 (supply temperature of w ater Twi) 

w ith concept 2 (supply temperature of w ater Twi). When the value of 

Twi increases, the value of  Twi increases and vice versa. 

Linkage 5: It connects concept 3 (temperature out from the duc t 

Tout) w ith concept 1 (zone temperature Tz). When the value of Tout  

increases, the value of  Tz increases and vice versa. 

Linkage 6: It connects concept 3 (temperature out from the duct 

Tout) w ith concept 2 (supply temperature of w ater Twi). When the 

value of Tout increases, the value of  Twi increases and vice versa. 

 

The connection betw een concepts for humidif ier model controller is  

as follow s: 

 

Linkage 1: It connects concept 1 (zone humidity Wz)  w ith concept 2 

(supply humidity ratio to humidif ier Wsi). When the value of Wz 

increases, the value of  Wsi increases and vice versa. 

Linkage 2: It connects concept 1 (zone humidity Wz)  w ith concept 3 

(humidity ratio out from the humidif ier Wh). When the value of Wz 

increases, the value of  Wh increases and vice versa. 

Linkage 3: It connects concept 2 (supply humidity ratio to humidif ier  

Wsi) w ith concept 1 (zone humidity Wz). When the value of Wsi 

increases, the value of  Wz increases and vice versa. 

Linkage 4: It connects concept 2 (supply humidity ratio to humidif ier  

Wsi) w ith concept 2 (supply humidity ratio to humidif ier Wsi). When 

the value of Wsi increases, the value of  Wsi decreases and vice 

versa. 

Linkage 5: It connects concept 3 (humidity ratio out from the 

humidif ier Wh) w ith concept 1 (zone humidity Wz). When the value 

of Wh increases, the value of  Wz increases and vice versa. 

Linkage 6: It connects concept 3 (humidity ratio out from the 

humidif ier Wh) w ith concept 2 (supply humidity ratio to humidif ier  

Wsi). When the value of Wh increases, the value of  Wsi decreases  

and vice versa.  

Linkage 7: It connects concept 3 (humidity ratio out from the 

humidif ier  Wh) w ith concept 3 (humidity ratio out from the humidif ier  

Wh). When the value of Wh increases, the value of  Wh  decreases  

and vice versa. 

 

The connection betw een concepts for cooling model controller is as  
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follow s: 

 

Linkage 1: It connects concept 1 (zone temperature Tz) w ith 

concept 1 (zone temperature Tz). When the value of Tz increases, 

the value of Tz increases and vice versa. 

Linkage 2: It connects concept 1 (zone temperature Tz) w ith 

concept 2 (temperature of w ater in cooling coil Tw1). When the value 

of Tz increases, the value of Tw1 increases and vice versa. 

Linkage 3: It connects concept 2 (temperature of w ater in cooling 

coil Tw1) w ith concept 1 (zone temperature Tz).When the value of 

Tw1 increases, the value of Tz decreases and vice versa. 

Linkage 4: It connects concept 2 (temperature of w ater in cooling 

coil Tw1) w ith concept 2 (temperature of w ater in cooling coil Tw1). 

When the value of Tw1 increases, the value of Tw1 decreases and 

vice versa. 

 

The connection betw een concepts for dehumidif ier model controller  

is as follow s: 

 

Linkage 1: It connects concept 1 (zone humidity Wz)  w ith concept 1 

(zone humidity Wz). When the value of Wz increases, the value of 

Wz increases and vice versa. 

Linkage 2: It connects concept 1 (zone humidity Wz)  w ith concept 2 

(w ater temperature of the dehumidifying coil Tw2). When the value 

of Wz increases, the value of Tw2 increases and vice versa. 

Linkage 3: It connects concept 2 (w ater temperature of the 

dehumidifying coil Tw2) w ith concept 1 (zone humidity Wz). When 

the value of Tw2 increases, the value of  Wz decreases and vice 

versa. 

Linkage 4: It connects concept 2 (w ater temperature of the 

dehumidifying coil Tw2)  w ith concept 2 (w ater temperature of the 

dehumidifying coil Tw2). When the value of Tw2 increases, the value 

of Tw2 decreases and vice versa. 

 

According to the structure of FCMs, the values of the concepts  

correspond to the real measurements values that have been 

transformed in the interval [0, 1]. The measurement values are 

transferred by the transformation mechanism to their representative 

values of concepts. The chosen transformation mechanism (Kim et 

al., 2008) is: 

 

 
 

Where: 

s i
t=observed value of the ith state at time t; ai = min tϵT{ s i

t };bi= max  

tϵT{ s i
t }; mi= average tϵT{ s i

t }. 

 

The init ial vector of FCM is structured by transformation of initial 

measurement values of HVA C system. Then FCM starts to simulate 

the behavior of the process by equations (13) and (14). On the 

other w ords, the values of concepts are calculated at each running 

step of the FCM by cons idering that each running step at FCM is  

defined as t ime step. After few  simulation steps, the values  of 

concepts do not change. When the FCM reaches to this mentioned 

step, the f inal values of the concepts should be transformed to the 

real values and applied to the actuators. In spite of the 

advantageous of FCMs in des igning to control the complicated and 

complex nonlinear systems, the most considerable w eak point of 

FCMs are their potential to convergence to the undesired steady  

state is obvious (Papageorgiou and Groumpos, 2004). Learning 

ability of the FCMs is the best w ay to solve the mentioned problem.  

2008) is: 

                  0,                                                if   si
t < ai 

                 ( si
t - ai)/ (2(mi - ai)),                     if   ai ≤si

t ≤ mi 

g (si
t)=       0.5+ ( si

t - mi)/(2(bi - mi)),            if   mi <si
t ≤ bi 

                  1,                                               if   si
t > bi 
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By updating the strengths of causal links the values of concepts  

approach to the desired steady states (Lu et al., 2010). 

 

 

Applying learning method on fuzzy cognitive map 

 

Here, implementing the learning method is considered. Whereas  

the w eakness of FCM are discussed in last section, adding learning 

method is an appropriate solution to convergence the results to the 

desired steady state. A mong the different learning strategies w hich 

are used to train the w eight matrix, the δ learning method is  

preferred.  Referring to Lu et al. (2010), the δ learning method is a 

sort of supervised learning. According to Lu et al. (2010), reason for 

choosing this learning method are avoiding from low  convergence 

speed, large iterative number  and complexity of algorithm. On the 

other w ords, the other learning methods like genetic algor ithm (GA), 

particle sw arm optimization (PSO) or unsupervised learning’s are 

disadvantageous due to the invar iant w eights, low  learning speed, 

complexity of calculation and large number of iteration steps. 

Therefore, apply ing supervised learning on FCM due to the fast 

convergence make more suitable the control procedure to the 

online real-time controlling (Lu et al., 2010). Chosen learning 

method, the supervised δ learning rule (Lu et al., 2010) is Wij 

(K+1)=Wij (K)+∆Wij (K) w hich is  ∆Wij (K)= η A i(K) A j (K)(1-A j (K))(dj - Aj 

(K) ). 

 

Where: 

dj   = The expected value of input node j ; A i  =The state value of 

nodes connecting w ith this input node ; A j  = The state value of input 

node j ; η   = η ϵ [0,1] is learning rate; K= The iteration step. 

 
 

RESULTS AND DISCUSSION 
 

In this research, the FCM method is utilized as a 
controller to control the parameters of zone temperature 

and zone humidity. The simulation results by MATLAB 
software show the comparison of the PID controller which 
is used in Tashtoush et al. (2005) with FCM controller for 

controlled variables of zone temperature and zone 
humidity respectively and for control variables supply air 
temperature and supply humidity ratio respectively. The 

comparison of the results of simulation by applying FCM 
controller and also PID controller in winter operation 
season got the below results. Figures 1 and 3 shows the 

responses of the HVAC system by implementing PID 
controllers and FCM controllers respectively in winter 
operation season.  

Figure 3a shows the zone air temperature (Tz) which is 
controlled by discussed FCM controller in winter 
operation season. The air temperature increases slowly  

and exponentially in approximately 1000s to obtain to the 
22°C which is set point value with small error. Figure 3(b) 
demonstrates the humidity ratio of the zone (W z). It is 

clear that from the figure that the humidity ratio of the 
zone increases from 0.0039 to 0.0081 kg/kg and 
stabilizes in approximately 700 s with small error. Figure 

3(c) shows the supplied air temperature (Ts) in winter 
operation season. The supplied air temperature 
increases softly from 5 to 24°C and stabilizes to 24°C in 

about 700 s. Figure 3(d) illustrates the supplied humidity 
ratio of the zone (Ws). It is clear that from  the  figure  that  

 

 
 
 

the humidity ratio of the zone rises rapidly from 0.0068 to 
0.0081 kg/kg to reach and stabilizes to the steady state 
value of 0.008 kg/kg in about approximately 300 s with a 

very small error. 
Figure 1(a) illustrates the zone air temperature (Tz) 

which is controlled by mentioned PID controller in winter 

operation season. The air temperature increases slowly  
and exponentially in approximately 1200 s to obtain to the 
22°C which is set point value with small error. Figure 1(b) 

demonstrates the humidity ratio of the zone (W z). It is 
clear that from the figure that the humidity ratio of the 
zone increases to 0.0085 kg/kg then decreases until  

stabilizes to obtain to the 0.008 kg/kg which is set point 
value in approximately 1000 s without almost any error.  
Figure 1(c) shows the supplied air temperature (Ts). The 

supplied air temperature increases to 27°C at the 
beginning and then decreases until stabilizes to 24°C.  
Figure 1(d) illustrates the supplied humidity ratio of the 

zone (Ws). It is clear that from the figure that the humidity 
ratio of the zone rises rapidly to 0.0093 kg/kg then 
declines smoothly to reach and stabilizes to the steady 

state value of 0.008 kg/kg in about approximately 1400 s. 
In winter operation seasons results; the important  

improvement by FCM controllers is the cancellation of 

overshoots and undershoots which have seen on the 
Tashtoush et al. (2005) work. Referring to the achieved 
outcomes or outputs of the system, clearly the author 

designed control systems which is FCM one are 
smoother than the PID one. On the other words, in spite 
of the fact that the PID controllers are more 

advantageous and practical controllers, the outputs of the 
FCM controllers are smooth, but in Tashtoush et al. 
(2005) work, the outputs of some parts of the system 

have overshoot or undershoot before achieving to the 
desired set point value. It is clear that, by cancelling 
overshoot and undershoot, a part of energy which is  

consumed to produce them is saved and in addition using 
FCM controllers which are saved the energy by setting 
the suitable initial values for the system. The total 

consuming energy by PID controller is 15.295 × 10 4̂ in 
2000s and 14.82× 10^4 in same time for FCM one. The 
difference between two controllers shows 4.75% saving 

energy by FCM one. Comparison the results by PID and 
FCM controllers shows the FCM controllers are faster 
than PID one. The steady state is occurred sooner in 

FCM controller versus PID one. Comparison the results 
of the robustness of the PID and FCM controllers shows 
the FCM controllers are more robust than PID one. The 

steady state is occurred with negligible value in FCM 
controller versus PID one with small settling time in 
compare with PID one. 

Moreover, the comparison of the results of applying 
FCM controller and PID one for summer operation 
season got the below results. Figures 2 and 4 shows the 

responses of the HVAC system by implementing PID 
controllers and FCM controllers respectively in summer 
operation season. 
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Figure 3. (a) Temperature of the controlled zone in w inter operation season by FCM controller. (b) Humidity ratio of the controlled zone in 

w inter operation season by FCM controller. (c) Supply air temperature of the c ontrolled zone in w inter operation season by FCM 

controller. (d) Supply humidity ratio of the controlled zone in w inter operation season by FCM controller.  

 
 

 
Figure 4a shows the zone air temperature (Tz) which is 

controlled by mentioned FCM controller in summer 

operation season. The air temperature declines smoothly  
and exponentially to obtain to the 22°C which is set point 
value in about 1200 s with a small error. Figure 4b 

illustrates the humidity ratio of the zone (W z). The 
humidity ratio of the zone decreases smoothly to obtain 
to the 0.008 kg/kg which is set point value in 

approximately 1000 s with negligible error. Figure 4c 
demonstrates the supplied air temperature (Ts) in 
summer operation season. The supplied air temperature 

decreases smoothly and stabilizes to 16.4°C. Figure 4(d) 
shows the supplied humidity ratio of the zone (W s). It is 
obvious that from the figure that the humidity ratio of the 

zone declines slowly from 0.0115 to 0.008 kg/kg and 
stabilizes in about approximately 950 s. 

Figure 2a shows the zone air temperature (Tz) which is 
controlled by mentioned PID controller in summer 

operation season. The air temperature decreases slowly  
and exponentially to obtain to the 22°C which is set point 
value in approximately 1700 s with a small error. Figure 

2(b) illustrates the humidity ratio of the zone (W z). It is  
obvious that from the figure that the humidity ratio of the 
zone declines smoothly to obtain to the 0.008 kg/kg 

which is set point value in approximately 1000 s with a 
small error. Figure 2c demonstrates the supplied air 
temperature (Ts). The supplied air temperature decreases 

from 25.5 to 16°C at the beginning until 350 s and then 
increases to 17°C. Figure 2d illustrates the supplied 
humidity ratio of the zone (Ws). It is obvious that from the 

figure that the humidity ratio of the zone rises smoothly  
from 0.0044 to 0.0078 Kg/Kg and stabilizes to  

(a)                                                                (b) 

 
 (c)                                                                 (d) 
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Figure 4. (a) Temperature of the controlled zone in summer operation season by  FCM controller. (b) Humidity ratio of the controlled zone 

in summer operation season by FCM controller. (c) Supply air temperature of the controlled zone in summer operation season by  FCM 

controller. (d) Supply humidity ratio of the controlled zone in summer operation season by FCM controller. 

 
 
 
0.0078 kg/kg in about approximately 1200 s. 

In summer operation season; the remarkable point is 
the cancellation of overshoots and undershoots which 
have seen on the Tashtoush et al. (2005) work. Based on 

the obtained results or outputs of the system, obviously 
the FCM designed control systems are smoother than the 
PID one. On the other words, despite the fact that the 

PID controllers are more useable controllers, the outputs 
of the FCM controllers are smooth, but in the Tashtoush 
et al. (2005) work, the outputs of some parts of the 

system have overshoot or undershoot before reaching to 
the desired value. It is obvious that, by cancelling 
overshoot and undershoot; a part of energy which is used 

to produce them is saved and also using FCM controllers  
which is saved the energy by decreasing the initial 
values. The total consuming energy by PID controller is 

8.618 × 10 4̂ in 2000 s and 6.4× 10 4̂ in same time for 

FCM one. The difference between two controllers shows 

22.18% saving energy by FCM one. Comparison the 
results of the robustness for the PID and FCM controllers  
depicts the FCM controllers are more robust than PID 

one. The steady state is happened with negligible value 
in FCM controller versus PID one with small settling time 
in compare with PID one. 

The comparison of the results of simulation by applying 
FCM controller, it is obvious that, in contrast with PID 
controller (Tashtoush et al., 2005), the FCM one has no 

overshoot or undershoot. Obtaining to cancel the 
overshoot and undershoot decrease the pressure to the 
system and also decline the energy consumption. 

The results of the simulation shows that, this method 
has the features like simple algorithm, small number of 
iteration steps and good robustness and it will be suitable 

for real time control of complex  industrial process. 

 
                                    (a)                                                              (b) 

 
                                  (c)                                                                     (d) 

 



 

 
 
 

The learning method is implemented to updates the 
weight matrix to get better results and decrease the 
cycles. Through using a δ learning rule, FCM has a 

reason process which is similar to human does, and then 
an online real-time control is achieved. 
 

 
Conclusions 
 

In this work, the comparisons of the Fuzzy Cognitive 
Maps method to control versus PID controller have been 
done. As mentioned previously, decreasing the 

consuming energy by HVAC system due to the 
eliminating of overshoot and undershoot on the supply  
temperature and supply humidity is obtained and also 

decreasing on the supply temperature in fewer runtime is 
achieved. Good robustness is another advantage of 
using this method and also the simple mathematic model 

of the controller which does not involve with the 
mathematical model of the system according to the 
characteristics of FCMs. It is clear that, this method is 

more efficient in saving energy and optimizing the 
balance between thermal comfort and energy usage to 
improve thermal comfort issue and Energy efficiency. The 

simulation results shows, for designing a nonlinear robust 
Closed-loop real-time on-line learning ability controller 
with simple control algorithm, the FCMs could be a better 

choice among the others. 
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